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Nobody knows what data science is
Statistics: Machine learning:



We are proposing to show you what data science is…

studies



X — datasets considered canonical for certain task

X — all relevant methods

X — control parameters

X — observables of interest





Navigating in the XYZ space
● Python

● Dedicated software: Tableau (more on this later)

● Online website: D3



to pdf

download 
reproducible code

download models

download xyz array

add data





If you want to be a data scientist… 
Follow the paradigm

Work that way

Create tools that work that way

Evaluate other people’s work that way

This is what data science is about



Data science v.s STATS and ML
Statistics:
- Too much math
- Over simplified generative models
- Evading the truth

Machine learning:
- Uninformative predictive models
- Too quick to jump to conclusions
- Too much reliance on poetry
- Sees the truth through the pinhole
  of a single method-dataset

Staying true to 
phenomenons 
seen in practice

Comprehensive 
experimentation



People are groping for this





Rethinking 
Generalization
by Zhang et. al

CIFAR10, 
ImageNet

MLP, AlexNet, 
Inception

% randomized 
labels

number of epochs 
until perfect fit,
test error at epoch 
of perfect fit

Could be done on more 
datasets and methods 

Importance of 
Single Direction 
Generalization
Morcos et. al

MNIST, 
CIFAR10, 
ImageNet

MLP, 11-layer 
CNN, ResNet

dropout, batch 
normalization,
% randomized 
labels

reliance on single 
neuron,
class specificity

Relied on control 
parameters in previous 
work

Are GANs Created 
Equal?
Lucic et. al

MNIST, 
FASHION 
- MNIST, 
CIFAR10, 
CELEBA

MM GAN, NS 
GAN, LSGAN, 
WGAN, WGAN 
GP, DRAGAN, 
BEGAN, VAE

seed, 
computational 
budget

precision, recall, 
F1

Great example!



Perfect score on the ICLR reviews

ICLR 2017 best paper award



ElastiCluster Pywren







Personal





Y





XYZ experiment

save EVERYTHING about 
the experiment in the CSV



XYZ experiment in practice



Stack paradigm
& the cloud

ElastiCluster



Me coding plots on python:





Tableau is...

● Powerful: can compute mathematical expressions

● Efficient: can handle tens of GB easily

● R: you write R scripts (can do regression!)

● Fast: few clicks to create plot

● Easy: drag and drop

● Cloud: data sits on cloud

● Time: spent on more useful things



CJ GCP Tableau Laptop



Data science is XYZ studies

This is the field done properly

This is what there is to do

There is no other way

Join before it’s too late

Final thoughts



Science In The Cloud
Monajemi/Donoho/Murri



Cloud is inevitable

Modern Data Science:

● Computationally demanding
● Varied in scale and scope

Campus-resident resources:

● Limited resources (e.g., GPUs, TPUs)
● Fixed policies 



Cloud in inevitable
● Scalable and Fast
● Flexible (individual resources)
● Reliable



Existing Cloud Computing Models for DS
● Computing by provisioning a server

○ ElastiCluster-ClusterJob Model (Stanford-UZH)
○ CodaLab Worksheets Model (Stanford-Microsoft)

● Serverless Computing
○ PyWren (UC-Berkeley)

● Third Party Products
○ Databricks
○ Domino DataLabs
○ Civis Analytics
○ SageMaker (AWS)
○ Cloud ML (Google)



ElastiCluster-ClusterJob Model



ElastiCluster-ClusterJob Model

$ elasticluster start gce

 

$ cj parrun experiment.py gce



ElastiCluster

● Open-source software (GPL License) started at UZH

● Python API to setup and resize clusters

● Uses Ansible (Infrastructure as Code)

● Cloud-agnostic (AWS, GCE, AZURE)

● Offers many Operating Systems and Job Schedulers

● Offers many add-ons (JupyterHub, Cuda, etc.)



ElastiCluster Config

[setup/slurm]
provider=ansible
frontend_groups=slurm_master
compute_groups=slurm_worker,cuda

[cloud/google]
provider=google
gce_client_id=***
gce_client_secret=***
gce_project_id=***

[login/gmail]
image_user=hatefmonajemi

[cluster/gce]
setup=slurm
cloud=google
login =gmail
frontend_nodes=1
compute_nodes=4
flavor=n1-standard-4

You choose!



ElastiCluster 0-Install Script

● Uses Docker containers to facilitate installation

elasticluster.sh:

exec docker run murri/elasticluster “$@”

Link to Dockerfile

https://github.com/gc3-uzh-ch/elasticluster/blob/master/Dockerfile


$ ./elasticluster.sh start gce

alias elasticluster='/Users/hatef/./elasticluster.sh'

$ elasticluster start gce

Using ElastiCluster

● Use the script directly 

● Define an alias for convenience (inside ~/.bash_profile)



Give info of your cluster to CJ

$ elasticluster list-nodes gce

$ cj config gce --update

● Extract the front-node IP address 

● Provide CJ with necessary config



Run and manage experiments!

$ cj parrun experiments.py gce

$ cj state 

$ cj runlog $/1

$ cj error $/1

$ cj sanity (exists|lines) PID

$ cj reduce results.txt PID


