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Revisiting Unreasonable Effectiveness of Data in Deep Learning Era, Google

https://arxiv.org/abs/1707.02968


All sciences have m uch of art in their m akeup. As well as 
teaching facts and well-established structures, all sciences m ust 

teach their apprentices how to think about things in the m anner 
of that particular science, and what are its current beliefs and 
practices, – Tukey FoDA







ResNet50
ImageNet
~7.02% error rate
Training time: 5 days 

ResNet152
ImageNet
~3.02% error rate
Training time: 1.5 weeks

NMT System
WMT
~11 BLEU
> 2 weeks

https://research.fb.com/wp-content/uploads/2017/06/imagenet1kin1h5.pdf, 1 hour, 256 P100

https://research.fb.com/wp-content/uploads/2017/06/imagenet1kin1h5.pdf


� CTF mindset in machine learning

� Division between data models and algorithmic models

� Prediction
validation by predictive accuracy

� Inference

validation using goodness-of-fit, information criteria, etc.



https://github.com/tensorflow/lucid



� Data Gathering, Preparation, and Exploration

� Processing, Labeling, and Representation Learning

� Productionalization / Operationalization

� Monitoring and Debugging





example-based transforms

https://docs.microsoft.com/en-us/python/api/azureml-dataprep/azureml.dataprep.api.builders.derivecolumnbyexamplebuilder?view=azure-dataprep-py


import pandas as pd
import azureml.dataprep as dprep

"https://dprepdata.blob.core.windows.net/demo" 
join "new_york_taxi.dprep"

"/" join "green-small/*"
"/" join "yellow-small/*"

read_csv

smart_read_file



derive_column_by_example source_columns "pickup_date"
new_column_name="pickup_weekday"
example_data "2009-01-04" "Sunday"

"2013-08-22" "Thursday"

derive_column_by_example source_columns "dropoff_date",
new_column_name "dropoff_weekday"
example_data "2013-08-22" "Thursday"

"2013-11-03" "Sunday"



set_name "nyc_taxi"
Package

save

Package open
dataflows

steps
arguments 'otherActivities' 'anonymousSteps'

'resourceDetails' 'path'
BlobDataSource

replace_datasource



from azureml.train.automl import AutoMLConfig

'https://dprepdata.blob.core.windows.net/automl-notebook-data/'
auto_read_file 'X.csv'
read_csv 'y.csv’
to_long '.*'

"iteration_timeout_minutes" "iterations"
"primary_metric" "preprocess"
"n_cross_validations"



'classification'
'automl_errors.log' **automl_settings

submit

provisioning_configuration
create

target
'classification'

'automl_errors.log'
**automl_settings





� Pre-trained domain specific models
� Transfer learning / few shot learning / cross-lingual learning

� Data augmentation, generative modeling, domain adaptation
� Auxiliary perspectives: grounded learning, semantic parsing, chunking
� Other examples: Q&ANet google using back-translation

� Data Zoo, Model Zoo, shared experiments (including failures!)



� Pre-training





OpenAI: Improving Language Understanding by Generative Pre-Training
fastAI: Universal Language Model Fine-tuning for Text Classification
Trieu H. Trinh & Quoc Le: A Simple Method for Commonsense Reasoning

https://blog.openai.com/language-unsupervised/
http://nlp.fast.ai/classification/2018/05/15/introducting-ulmfit.html
https://arxiv.org/abs/1806.02847


Thanks!


