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Agenda
1. Setting the Stage: Reproducibility & Reliability Examples

○ Boeing; IEEE; National Academies of Science, Engineering, and Medicine report

2. A Tour of Three Examples of Recent Work
○ Reproducible Data Science with the Whole Tale project

○ Improving Outcomes in Machine Learning Tournaments

○ Reproducibility Standards Development

3. Future Research Directions (if time)
○ A “Lifecycle of Data Science”

○ A “Computable Scholarly Record” 
2This material is based upon work supported by the National Science Foundation under Grant Nos. 1941443 and 1541450. Any opinions, findings, and 

conclusions or recommendations expressed in this material are those of the author and do not necessarily reflect the views of the National Science Foundation



1. Research Reproducibility & Reliability Examples
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Reproducibility Example 1: Boeing
The NASEM Committee on “Reproducibility and Replication in Science” 
hosted a panel entitled Reproducibility in Industry and Industrial 
Engineering on April 18, 2018.

Bill Lyons presented, the Director for Global 
Research and Development Strategy on the 
Global Technology Organization of Boeing’s 
Advanced Centralized Research and 
Development Team

https://vimeo.com/271774858


Disruption Expands the Need for Reproducibility 
Lyons: The ability to replicate ideas and capabilities across the company is 
what got Boeing to be a 100 year old company “One Boeing”

Aerospace industry is undergoing disruption:
● Digitization; AI; Autonomy; Additive Manufacturing, Electrification…

➔ Data integrity are critical. “Our customers’ lives depend on it”

➔ Results of a system, e.g. based on Machine Learning, can be 
nondeterministic.

Boeing: $4 billion of $1.9 trillion in global R&D. They know they don’t have all 
the answers.
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Boeing Leverages Reproducibility
Employs a global model for replication: standards setting and sharing results to 
validate results in consortia (12 R&D centers) and beyond.

Results may come from a partner in Australia with new materials developments and 
a lab in St. Louis does high throughput combinatorial analysis of materials to 
rapidly check the results.

Knowledge management and information sharing to accelerate the pace of 
change in their industry.

A Replication Award honors teams that “applied existing capability in new ways 
throughout Boeing, enabling business process or technology improvements.”
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http://www.boeing.com/features/innovation-quarterly/2019_q4/people-awards.page


Reproducibility Example 2: Biosciences
In 2012, in a watershed publication 
AmGen claimed its scientists could 
reproduce only 6 of 53 landmark 
publications in preclinical life sciences

This lead to journal policy changes and funding agency initiatives, e.g.:
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Reproducibility Example 3: IEEE
IEEE steps to reproducibility and computational transparency:

Editorial Policies and Badging
Pilot Partnerships: Code Ocean

2016 workshop 
http://www.ieee.org/researchreproducibility
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Reproducibility Example 4: Social Psychology
In 2012 an email by Daniel Kahneman was 
published in Nature revealing reproducibility 
concerns of “priming” studies in social 
psychology. A constellation of questions had 
arisen regarding such studies, and several 
highly visible cases of fraud

Since then several initiatives 
in psychology have arisen to 
take on these challenges 9



Reproducibility Example 5: National Academies
In 2019 the “Reproducibility and Replication in Science” committee published 
consensus report (I was a committee member).

Produced key definitions and several recommendations.

● Reproducibility is obtaining consistent results using the same input data, 
computational steps, methods, and code, and conditions of analysis. This 
definition is synonymous with “computational reproducibility.” 

● Replicability is obtaining consistent results across studies aimed at answering the 
same scientific question, each of which has obtained its own data. Two studies 
may be considered to have replicated if they obtain consistent results given the 
level of uncertainty inherent in the system under study. 10



Report Recommendation Highlights
RECOMMENDATION 4-1: To help ensure the reproducibility of computational results, 
researchers should convey clear, specific, and complete information about any 
computational methods and data products that support their published results in order 
to enable other researchers to repeat the analysis, unless such information is 
restricted by non-public data policies.

RECOMMENDATION 6-3: Funding agencies and organizations should consider 
investing in research and development of open-source, usable tools and 
infrastructure that support reproducibility.

RECOMMENDATION 6-9: Funders should require a thoughtful discussion in grant 
applications of how uncertainties will be evaluated, along with any relevant issues 
regarding replicability and computational reproducibility. Funders should introduce 
review of reproducibility and replicability guidelines and activities into their 
merit-review criteria.
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2. Three Examples of Recent Work



1. Data Science in the Whole Tale Project

● Building an open platform for computational reproducibility
○ Create and publish executable research objects ("Tales")

● Simplify process of creating & verifying reproducible 
computational artifacts for scientific discovery

Easy-to-access 
cloud-based computing 

environments

Transparent access to 
research data

Export and publish 
executable research 

objects

This material is based upon work supported by the National Science Foundation under Grant No. OAC-1541450
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Use case: Ren et al. (2018)

● ML experiments in materials science
● Published in Science Advances
● Code in Github
● Data published to Materials Data Facility

● Reproducibility implemented in Whole Tale

How can we publish the code and data to support 
computational reproducibility and reuse/exploration?
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Elements of a "Tale"

● Manuscript
○ source or reference

● Documentation
○ README, codebook, install 

instructions, user guide, etc.
○ License, copyright, permissions

● Code
○ Preprocessing, analysis, workflow

● Data
○ By copy, by reference, data access 

protocol

● Results
○ Output, figures, tables

● Environment
○ Hardware, OS, compilers, dependent software
○ Runtime, image, container

● Provenance
○ Computational, archival

● Metadata
○ Identifiers, related artifacts, Domain metadata
○ Badges

● Version

What information do we need to reproduce and verify computational findings? 

15Chard et al. (2019) Implementing Computational Reproducibility in the Whole Tale Environment. P-RECS '19: Proceedings 
of the 2nd International Workshop on Practical Reproducible Evaluation of Computer Systems
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Access to Underlying Artifacts
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Packaging for sharing, dissemination, archiving

● Research Object
○ Beyond PDFs and datasets -- include code, workflows
○ Distributed elements 

● Interoperability between systems
○ Archives/repositories
○ Active compute platforms

● BagIt serialized "Research Object" bundle
○ Zip archive + metadata + JSON-LD
○ https://github.com/ResearchObject/bagit-ro ( => ro-crate)

researchobject.org
18Chard et al. (2019) Application of BagIt-Serialized Research Object Bundles for Packaging and 

Re-execution of Computational Analyses. RO-5 at Workshop on Research Objects (RO 2019)
18

https://github.com/ResearchObject/bagit-ro
http://www.researchobject.org/


Whole Tale as a Research Environment
By enabling computational transparency, Whole Tale:

● Improves/accelerates discovery e.g. Materials Science compound discovery.

● Facilitates standards development for scholarly object dissemination and 
evaluation.

● Testbed for understanding stakeholder/community needs to enable improved 
policy and decision making.

● “Meta science” orchestrations across “Tales” permits meta-science research.

● Creates an environment to study social incentives and pain points.

Brinkman et al. (2019) Computing environments for reproducibility: Capturing the “Whole Tale.” Future Generation Computer 
Systems.
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Winners in ML Tournaments
● Leaderboard style problem solving structures are frequently used in ML 

driven discovery where the “winner” has the lowest error rates on test 
data. 

e.g. Kaggle.com, DrivenData.org, OpenML.org, Netflix Prize..

● A high variance across approaches is generally observed.
e.g. In one challenge, effect sizes varied from 0.89 to 2.93 in odds ratio units 
with 72% of the analyses using unique feature combinations.

● Problem: Given a pre-determined performance metric, there is generally 
little or no information on why an algorithm performed the best.

● Proposed Solution: A structured delivery of the ML pipeline in 
leaderboard style competitions (Abstraction for Machine learning (AIM)).
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AML/ALL Data Example
● A gene expression dataset with each observation one of two cancers, acute 

myeloid leukemia (AML) or acute lymphoblastic leukemia (ALL) (Golub ‘99).
● Let                 be the the dataset of genetic predictor variables where       is 

the expression of gene    in sample   .

●                             is the gene expression profile for sample   .

●    is the response or class label,                .
● Let       be the space of all gene expression profiles.
● Let                                                be the learning set,  

the test set, and                     be our classifier. 
21



Stating the Classification Problem

Given a learning set                                                where the    's are 
independent   -dimensional gene expression samples, the     's the class 
labels, and given a test set                                     , 

find a classification function                   that maximizes classification 
accuracy on    .

We found 30 attempts at this classification problem in the literature. Which 
gave us the best accuracy?

22



Results: Exposing the ML Pipeline

Direct comparison of reported classifier performance was impossible due to 
the use of different preprocessing and feature selection steps.

We attempted to reproduce the results in 5 papers, controlling for data 
preprocessing and feature selection.

We thus revise our classification problem as follows:

Find a classification function                 that maximizes classification 
accuracy on    , where                  is a function that carries out preprocessing 
and feature selection steps on input data    .

23



Baseline Comparisons (5 articles, n=72 obs)
Preprocessing/Feature Selection Method

Classifier(Paper) 1 3 6a 6b 9 29 Average

WeightedVote(1)
NN(3)
Linear SVM(3)
Quadratic SVM(3)
Adaboost(3)
Logit(6)
QDA(6)
NN(9)
Decision Trees(9)
Bagging(9)
Bagging CPD(9)
FLDA(9)
DLDA(9)
DQDA(9)
BayesNetwork(29)

.91

.97

.97

.97

.91

.97

.94

.97

.91

.94

.74

.88

.97

.97

.74

.94

.94

.97

.88

.91

.97

.91

.91

.91

.91

.85

.88

.94

.94

.88

.97

.91

.94

.97

.97

.97

.94

.85

.97

.97

.82

.97

.97

.97

.97

.97

.94

.97

.97

.97

.97

.97

.97

.97

.97

.91

.97

.97

.97

.97

.89

.97

.97

.97

.91

.97

.97

.94

.91

.92

.77

.88

.97

.97

.83

.74

.97

.77

.91

.91

.88

.85

.94

.77

.77

.68

.88

.88

.88

.62

.90

.95

.93

.95

.93

.96

.93

.93

.90

.91

.79

.91

.95

.95

.83

Average .92 .92 .95 .97 .92 .83
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Abstraction for Improving Machine learning (AIM)

Define a formal abstraction layer (AIM) that pre-specifies steps in 
the ML pipeline.

A cartoon AIM layer showing discrete 
components                       that carry out n 
data steps to be input into a prediction 
model P.

The simple AIM we defined in this 
example. The workflow was segmented 
into two discrete components: 
Preprocessing/Feature Selection 
(PPFS) and Classifier (P).

25Stodden, Wu, & Sochat (2018). AIM: An Abstraction for Improving Machine Learning Prediction. IEEE First Workshop on 
Data Science. 



Reproducibility Standards Development
Reproducibility requires community adoption 
and standards development.

Example: a AAAS 2016 Workshop on Code 
and Modeling Reproducibility recommended:

26

● Journals should conduct a reproducibility check as part of the publication process.

● Share data, software, workflows, and details of the computational 
environment that generate published findings in open trusted repositories.

● Persistent links should appear in the published article and include a permanent 
identifier for data, code, and digital artifacts upon which the results depend.

● To enable credit for shared digital scholarly objects, citation should be standard practice.

● To facilitate reuse, adequately document digital scholarly artifacts.
● Use Open Licensing when publishing digital scholarly objects.

● Funding agencies should instigate new research programs and pilot studies.

Stodden, McNutt, Bailey, Deelman, Gil, Hanson, Heroux, Ioannidis, Taufer (2016). Enhancing Reproducibility for Computational 
Methods. Science. 



Thematic Synthesis Across Projects

● Testbeds for evaluating actionable social change in the area of 
computational reproducibility.

● Enabling results comparisons allows quality assessment and 
improvement in data science pipelines.

● Enabling interoperability and comparisons between results allows 
modeling and synthesis of results.

● Permits efficiency and cost-effectiveness evaluation: re-use of methods, 
code, data; technology and infrastructure decision decisions.

● Working across communities and stakeholders.

27



3. What’s Next? Future Directions



Revisit: NASEM Report Recommendations
6-6: Many stakeholders have a role to play in improving computational reproducibility, including 
educational institutions, professional societies, researchers, and funders. 

● Educational institutions should educate and train students and faculty about computational 
methods and tools to improve the quality of data and code and to produce reproducible 
research. 

● Professional societies should take responsibility for educating the public and their 
professional members about the importance and limitations of computational research. 
Societies have an important role in educating the public about the evolving nature of science 
and the tools and methods that are used. 

● Researchers should collaborate with expert colleagues when their education and training 
are not adequate to meet the computational requirements of their research. 

● In line with its priority for “harnessing the data revolution,” the NSF (and other funders) 
should consider funding of activities to promote computational reproducibility. 29



Applying these ideas: The Lifecycle of Data Science

“Lifecycle of Data” is an abstraction from the Information Sciences
● Describes and relates actors in the ecosystem of data use and re-use.

What if we applied this idea to Data Science?

● Clarify steps in data science projects: people/skills involved, tools and 
infrastructure, and reproducibility through the cycle.

● Guide implementations: infrastructure, ethics, reproducibility and 
sources of uncertainty, curricula, training, and other programmatic 
initiatives.

● Develop and reward contributing areas.
30



A Proposal: Lifecycle of Data Science



The Lifecycle of Data Science: An Abstraction

An abstraction that organizes the computational pipeline.. and so 
recognizes different contributions including from e.g.:
● Ethicists
● Knowledge and data managers
● Compute resources and cyberinfrastructure

Goals:
● Improve understanding of Data Science advancement.
● Permit the comparison of results.
● Improve research output and social impact.

V. Stodden (2020). The Data Science Life Cycle: A Disciplined Approach to Advancing Data Science as a Science. Communications 
of the ACM.
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Caution! Under construction!



Proposal: A Computable Scholarly Record
● A testbed for studying reproducibility and reliability in data science. 
● Acts as a “living lab” that allows development/testing of infrastructure, 

policies, and statistical inference methods, and studying cultural barriers to 
reproducibility.

● Entertains meta-research queries such as:
○ Show a table with effect sizes and p-values for all phase-3 clinical trials for Melanoma;
○ List all image denoising algorithms ever used to remove white noise from the famous “Barbara” image, 

with citations;
○ List all classifiers applied to the famous ALL/AML cancer dataset, with misclassification rates;
○ Create a unified dataset containing all published whole-genome sequences with the BRCA1 mutation;
○ Randomly reassign treatment and control labels to cases in published clinical trial X and calculate 

effect size. Repeat many times and create a histogram of the effect sizes. Perform this for every 
clinical trial published in the 2003 and list trial name and histogram side by side.

Donoho & Gavish. 2012. Three Dream Applications of Verifiable Computational Results. CiSE 
34



Exposure of computational steps
A dream:

◆ Executability/re-executability of pipelines/code (transparency)
◆ Methods application in new contexts
◆ Pooling data and improved experimental power
◆ Improved validation of findings
◆ Comparisons of methods
◆ Organization of discovery pipeline information

⇢ Structured dissemination of findings enabling query and meta-analysis
⇢ Organization of the scholarly record around research questions
⇢ Probabilistic models of correctness in a distributed knowledge 

production system 35



A More Modest Proposal: The Knowledge Integrator

● Development of dissemination standards around results (stack agnostic).

● Central deposition of computationally reproducible results: open access, 
open deposit, to grow the computable scholarly record.

● Integration of results to extend knowledge e.g. systems analytics.

● The scholarly record as a dataset: overall false discovery rate; identify 
key questions in different fields; meta-science and assessment; 
benchmarking and algorithm performance..

● Pilot in receptive communities.
36



Conclusion
Reproducibility questions are emerging in several forms.

Their commonality is the use of computational technology.

Computation engenders a rethinking of the products of the research pipeline 
as part of a distributed computational system, which admits exciting new 
opportunities: 

● a computable scholarly record as a source of data in itself leveraging 
analysis, modeling, system analytics and “health checks,”

● greater understanding of norms and social structures for discovery,
● enabling efficiency, productivity, and discovery,
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